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Abstract
On the basis of considering electrochemical reactions and collision relations in detail, a direct
numerical simulation model of a helicon plasma discharge with three-dimensional two-fluid
equations was employed to study the characteristics of the temporal evolution of particle density
and electron temperature. With the assumption of weak ionization, the Maxwell equations
coupled with the plasma parameters were directly solved in the whole computational domain. All
of the partial differential equations were solved by the finite element solver in COMSOL
MultiphysicsTM with a fully coupled method. In this work, the numerical cases were calculated
with an Ar working medium and a Shoji-type antenna. The numerical results indicate that there
exist two distinct modes of temporal evolution of the electron and ground atom density, which
can be explained by the ion pumping effect. The evolution of the electron temperature is
controlled by two schemes: electromagnetic wave heating and particle collision cooling. The
high RF power results in a high peak electron temperature while the high gas pressure leads to a
low steady temperature. In addition, an OES experiment using nine Ar I lines was conducted
using a modified CR model to verify the validity of the results by simulation, showing that the
trends of temporal evolution of electron density and temperature are well consistent with the
numerically simulated ones.
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1. Introduction

Since the helicon discharge can produce uniform, high-den-
sity plasma with a relatively modest input power, it has been
widely used in plasma etching and thin film deposition. In this
decade, more attention is being paid to the field of electric
propulsion in space [1, 2]. Experiments on the pulsing helicon
plasma relating to the etching rate [3, 4] and the internal stress
of thin film deposition [5] indicate that the performance can
be improved a lot. Additionally, it might also be possible to
solve some important thruster application issues such as those
involving plasma detachment or turbulent cross-field diffu-
sion (as observed in magnetic nozzles) [6, 7].

Some research on the transient characteristics of a pulsed
helicon discharge have been done both theoretically and
experimentally. However, it seems that they are still insuffi-
cient to provide direct and precise guidance on the design of
parameters like the pulse width and duty cycle when
employed practically. Almost all of the previous theoretical
research has employed global models [8–11], belonging to the
zero-dimension category. In these models, Lieberman [9] and
Yoon [10] used a given absorption power, which was in
accordance with the experimental results. Cho [11] developed
it to a self-consistent model by incorporating the power
absorption calculation based on the solutions of a balance
model. It seems that the results of Cho’s model are not that
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accurate since they do not include any detailed chemical
reactions, and all of the parameters are uniform in the zero-
dimensional model. The ignition duration from RF injection
to plasma stabilization is about 20 ms at a power of 300W,
which is much longer than the results of the plasma diagnosis
experiment conducted by others [12–15].

The numerical models of a helicon discharge have
mainly concentrated on the aspects of the power deposition
mechanism and steady-state plasma characteristics in pre-
vious work [16–18]. Just recently [19], however, we proposed
a three-dimensional direct numerical model to simulate a
steady-state plasma, which proved to exhibit good perfor-
mance. In this model, the three-dimensional Maxwell
equations coupled with the plasma parameters were directly
solved in the whole computational domain. Thus, the power
deposited by the electromagnetic wave on the plasma could
then easily be calculated. This method has been named ‘direct
numerical simulation’ to distinguish it from former methods
where the deposition power is given directly [8, 9, 20] or
deduced theoretically with the theory of linear perturbation
[21–26]. The electrochemical reactions and collision relations
are taken into detailed consideration in this model. The
boundary of computational domain is extended to the entity
wall by controlling the surface chemical reactions and the flux
of particles deduced by the sheath theory at the wall. Most
previous helicon discharge models, on the other hand, take
the pre-sheath as the boundary in the calculations, as in
references [8–22], in which case the parameters of the plasma
sheath cannot be obtained. The densities of the species and
the electron energy are described by the drift diffusion
equations, as in [8, 9]. Finally, all of the partial differential
equations are solved by the finite element solver of COMSOL
MultiphysicsTM with a fully coupled method.

Besides the work with a steady state, the highly self-con-
sistent model above can also solve issues in the transient
domain. The main purpose of this paper is to study the transient
characteristics, like the timescale and ion pumping effect of the
helicon plasma at the ignition stage, with this more accurate 3D
numerical model. To verify the validity of the numerical results,
an optical emission spectrum (OES) experiment based on a
modified collisional–radiative (CR) model is conducted, since it
belongs to the CR model category in the helicon discharge [13].

The remainder of this paper is organized as follows:
section 2 presents a brief description of the numerical fluid
model employed in this work; the numerical results of the
temporal evolution of electron density and temperature in a
helicon discharge are shown in section 3; then section 4 illus-
trates the plasma diagnosing experiment with Ar I OES using
the CR model. Finally, the conclusion of all the content is given.

2. Numerical model

A schematic diagram of the full-sized 3D model is shown in
figure 1, and is referred to as the small helicon plasma source
(SHPS) at the Laboratory of Beamed Energy and Electro-
Magnetic Propulsion (BEEMP), National University of Defense
Technology (NUDT). The background magnetic field and the

pressure are assumed to be uniform. The Shoji-type antenna is in
a symmetrical position with the discharge chamber, and argon is
selected to be the working medium. Unless otherwise stated, the
discharge parameters employed in this work are shown as below:
the background magnetic field B0=500G, the RF frequency
f=13.56MHz, the gas temperature T0=300K, the antenna
length La=124mm, the inner diameter of discharge chamber
Da=32mm and the length of the discharge chamber
Ld=350mm. The gas pressure P0=10mTorr is used as an
initial condition to calculate the neutral atom density by the ideal
gas equation.

In this model, the alternating part of the electromagnetic
field is computed by Ampere’s law in the frequency domain,
while the static part is due to the bipolar field, with diffusion
solved by the Poisson equation. The densities of the species and
the electron energy are described by the drift diffusion equations
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where the magnetic vector potential is A, the electric potential is
V, the electron density is ne, the electron energy density is n ,e the
ground atomic mass fraction is w ,Ar the excited atomic mass
fraction is w ,Ars and the ion mass fraction wAr+ consists of seven
independent variables of the governing equation groups, Je is the
current density giving rise to electromagnetic fields, R S R, , ke en

are the source term of the electron, electron energy and heavy
species, j, , keG Ge are the flux vectors of the electron, electron
energy and heavy species, Pdep is the deposition power, ands is
the conductivity for a constant decided by the material outside
the plasma. The tensor in the weakly ionizing magnetized
plasma is written as:
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Figure 1. A schematic diagram of the helicon discharge simulation.
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where the electron collision frequency en is a complicated
function of parameters including the electron temperature,
electron density and neutral particle density; B ,x By and Bz are
the three components of the background magnetic field.

With the assumption of the drift-diffusion approximation
[27], the flux vectors are defined by neglecting the inertia
term of the momentum equation. Thus, this model fails to
solve the dynamic sheath process where ion inertia is critical.
However, the establishment of the sheath occurs on a scale of
nanoseconds [26], which is much shorter than the scale of
plasma ignition in this work. Therefore, it is still reasonable to
research a steady-state sheath in this work. Moreover, it has
been proved that the distribution of the parameters agrees well
with the classical sheath theory in a steady state in this model
[19]. The temperature gradient term in the flux vectors is also
neglected, since the temperature is quite uniform [19] com-
pared with the density, the same as in [28], where no heat
transfer is taken into account.
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where ρ is the mean mass density, while Dk,f, zk and μk,f are
the diffusion coefficient, the charge number and the mobility
coefficient for the heavy particle k respectively. The transport
parameters of the electron in equation (3) are anisotropic in
the presence of a magnetic field, and are determined by the
relations as in [29].

Pdep is calculated by Maxwell’s equations:

J E E E EQ
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where * denotes the complex conjugate, Re denotes the
function of the real part, J is the current density in the plasma,
and the alternating part of the electric field E Aj .rf w= - In
this work, we take the relation Pdep=Qrh, which implies that
the power deposition takes place in a collisional process [27].

All of the collisions and chemical reactions can be found
in [19]. Seven reactions relating to primary ionization are
taken into account, including three kinds of heavy species: the
ground state atom (Ar), the excited atom (Ars) and the ion
(Ar+). Since the argon in the metastable levels plays a sig-
nificant role in the discharge dynamics, the most important
one (4s[3/2]2; the metastable of the spin triplet 4s levels) is
chosen as a representative of the excited atoms to simplify the
complex dynamic progress.

The flux boundary condition on the inner surface of the
discharge chamber can be written as
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where n represents the outward normal from the boundary,
ve,th is the electron thermal velocity and μk is the mobility and
charge of species k in reactions I and II. On the right-hand
side of the last equation, the first term is the chemical reaction
effect, while the second is the migration effect of the elec-
tric field.

Besides the flux boundary condition, a conductive
boundary is used in this paper, where the potential of the wall
equals 0 V. In addition, at the endplates of the discharge
chamber, the float voltage condition is employed to form an
insulated boundary which cannot be penetrated by the dis-
placement field, as in [19]. Because the gradients of particle
densities are extremely high grids in the sheath, the boundary
layer grid is employed near the wall. The thickness of the first
layer is 0.08 mm, which is smaller than the local Debye
length. The variables on the grid are discrete by the linear
shape functions with the finite element solver of COMSOL
MultiphysicsTM. At the time 0, we take the excited atom
density to be 0 and the ion density to be very low,
1012 m−3 (as well as for the electron); then equation (1) can
be solved by a proper time step. The time step is discrete by
the backward differentiation formula. The step length is
decided by the self-adaptive method of the solver, while the
initial step is set as 10−14 s.

3. Numerical results

3.1. Ion pumping effect under different power and pressure

Generally, the range of parameters in the experiment is often
limited by many factors. However, we can study the transient
characteristics of a helicon discharge using the numerical
model on a larger scale. Figure 2 shows the temporal evol-
ution of the density of the electron and ground state atom Ar
with different antenna currents. The results indicate that there
exist two distinct models of the temporal evolution of the
electron and ground atom density: the electron density surges
to a peak and then drops to stable under a high RF power
input (I�5 A), but it increases gradually to a stable state
without a peak value when the RF power is low (I�3.4 A).

The ion pumping effect is an important characteristic of
helicon plasmas which has not been extensively studied. This
refers to the phenomenon in which an ionized atom reaches
the wall at a much faster speed than the thermal neutral
particles, and recombines with electrons to form a neutral
particle, which is pumped out or slowly diffuses back at its
thermal speed. A similar situation for two distinct models has
also been observed by Cho [11], and can be explained by the
ion pumping effect: the ion generation rate becomes rather
high when the input RF power is high enough, leading to a
soar in the ion number density. Consequently, the ground
state atom is over-consumed by reactions, and the density of
the Ar at the center of the discharge chamber decreases when
it cannot be supplemented in time by the population from the
boundary; therewith, the ionization reaction rate and ion
density decline. As the ground state atom diffuses to an
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equilibrium population by the density gradient, the density of
ion and atoms then reaches a stable distribution.

Figure 3 shows the temporal evolution of the electron
density at different discharge pressures with an antenna cur-
rent of 7.4 A. It shows that the plasma density ascends with a
rising gas pressure while the amplitude is relatively small
compared with the effect of RF power. As the pressure falls,
the time taken for the plasma density to reach a peak becomes
shorter, while the duration for plasma to become stable does
not change significantly.

3.2. Transient characteristics of the electron temperature

The ion density is governed by the diffusion term and gen-
eration term according to the fifth formula in equation group
(1). In this paper, the generation rate of the ion is governed by
the electron temperature since the collision cross-section of
the electron and the excited state atom is a function of the
electron temperature. The diffusion term consists of a
migration effect by the electric field and a diffusion effect by
the density gradient. Simulation results show that the ion
velocity resulting from the two effects above the peaks at the
boundary, respectively 15 250 m s−1 and 121 m s−1, under
conditions with an antenna current of 11 A and a gas pressure
of 10 mTorr. The former peak velocity corresponding to the
sheath acceleration is much larger than the latter. Therefore,
the diffusion term of equation (1) is mainly decided by the
electric field, or the potential gradient is governed by electron
temperature. A higher electron temperature leads to a higher
plasma potential and electric field by the sheath adjustment.

Since both the diffusion term and generation term are
governed by the electron temperature, the timescale of ion
distribution establishment must mainly be affected by the
electron temperature from equation (1). Curreli et al [26] have
studied the properties of a stable helicon plasma, showing that
the electron temperature is mainly controlled by the gas
pressure with a specific configuration. The energy exchange
between the electron and the background atom by collision is
rarer at a low pressure, leading to a higher electron

temperature. Consequently, the process of the density reach-
ing a stable state is faster. This is consistent with the simu-
lation results in figure 3. Figure 2(a) shows that the period
from the initial state to the peak becomes shorter with a higher
RF power. This seems puzzling since the electron temperature
is scarcely influenced by RF power in a stable-state plasma.

This can be explained by the characteristics of the tem-
poral evolution of the electron temperature. Figure 4 shows
the temporal evolution of the electron temperature at a dif-
ferent antenna current, at a time of 1 ns to 10 ms on the
logarithmic scale. This indicates that the electron temperature
begins to rise at dozens of nanoseconds, peaks at about
200 ns, then decreases to a stable stage after several hundreds
of milliseconds. The trend will behave as a sudden burst
followed by a drop if the electron temperature occurs on a
linear timescale, which has also been observed in Boswell’s
experiment [15] and Lieberman’s global model [8, 9]. At
Boswell’s point, the initial increase of electron temperature
can be explained in terms of the resonant secondary electron
multiplication (the multipactor effect) of electrons, which are

Figure 2. The temporal evolution of the density of different species with various antenna currents at the center of the discharge chamber; (a)
the electron, (b) the ground state Ar.

Figure 3. The temporal evolution of the electron density at different
discharge pressures.
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accelerated in the RF fields produced by helicon antenna, and
after a time of nearly 1 μs the temperature starts to decrease,
since the sheath has formed, dramatically reducing the mul-
tipactor effect. Lieberman [9] uses an equation to explain the
evolution of the electron temperature as below:
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where We=3/2eneTeVo for the plasma energy, Vo is the
plasma volume, Δεiz is the collisional energy loss by ioniz-
ation, and viz is the ionization frequency.

Initially, Te is low and the second term on the right-hand
side of equation (6) above is small (viz is small), leading to a
very sharp rise in Te at a rate Pmax/We, up to some maximum
value Temax. The right-hand side of equation (6) starts to
become negative, since viz becomes greater with the progress
of ionization, which leads to a decrease in Te.

The author is more inclined to the latter point for the two
reasons below: (1) the multipactor effect is not taken into
account by employing a non-emission boundary (the emission
coefficient γ=1) in this paper, while a similar result is still
obtained; (2) the timescale for sheath formation is less than
40 ns according to the PIC simulation in [30], which is much
shorter than the time taken for Te to begin to decrease. In fact,
it can be proved that the equation by Lieberman is a simpli-
fied form of this work. In other words, they are identical to
each other in essence. The electron energy density can be
written as:
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The third term on the right-hand side of (9) belongs to the
diffusion effect in the three-dimensional model, which does
not exist in Lieberman’s global model; the difference from the
first term of the right-hand side is that the numerator is
multiplied by Vo since the deposition power is actually the
power density calculated by (4) at each spatial grid in this
work; the second term of the right-hand side of (9) can be
further written as:
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This is distinguished from (6) as the energy loss is
defined as an absolute value by Lieberman, which is a true
value here. Besides, more complicated reactions—not just
ionization—are taken into account in table 1 in this work.
Therefore, the model in this work can be seen as a full form
by considering the three-dimensional effect as well as more
complicated reactions, and is thus closer to the real
conditions.

At the point of the numerical model in this work, Te

increases owing to the direct heating of the initial free elec-
trons by the electromagnetic waves, which are solved by the
first two formulas in equation group (1). Thus, it has a similar
timing scale to the time period of 37 ns at 13.56MHz. The
descending time scale of the electron temperature is, however,
much larger than the rising one, since it is much more macro
for the process of electromagnetic wave heating than particle
collisions. For a typical helicon plasma, the electron collision
frequency is about 104–105 s−1. Under these circumstances, it
is not possible for the cooling time to be shorter than the
collision interval of 10−4 s. Figure 4 shows that the stable
electron temperature values are the same for different antenna

Figure 4. The temporal evolution of the electron temperature at
different antenna currents.

Table 1. The nine transitions from 4p to 4s used in the diagnosis.

Line
Wavelength

(nm)
Einstein
coefficient Lower level Upper level

1 738.3980 8.47E+06 4 s[3/2]1 4p′[3/2]2
2 750.3869 4.45E+07 4s′[1/2]1 4p′[1/2]0
3 751.4652 4.02E+07 4s[3/2]1 4p[1/2]0
4 763.5106 2.45E+07 4s[3/2]2 4p[3/2]2
5 794.8176 1.86E+07 4s′[1/2]0 4p′[3/2]1
6 810.3693 2.50E+07 4s[3/2]1 4p[3/2]2
7 826.4522 1.53E+07 4s′[1/2]1 4p′[1/2]1
8 840.8210 2.23E+07 4s′[1/2]1 4p′[3/2]2
9 842.4648 2.15E+07 4s[3/2]1 4p[5/2]2
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currents, that is, they are scarcely influenced by RF power. On
the other hand, the peak value of electron temperature rises
with increasing RF power, which leads to faster establishment
of the density distribution of the charged species. This is also
consistent with the trend of figure 2(a).

The temporal evolution of the electron temperature
exhibits uniformity not only in the timescale, but also in the
spatial domain. Figure 6(a) in [19] from our former research
shows that Te is relatively uniform in a steady-state plasma,
except for a thin layer at the edge. More generally, it has
similar features at each moment in its temporal evolution.
Both the average and maximum value of Te are shown in
figure 4. The average value is close to where the center point
of the discharge chamber is, while the maximum value comes
from the edge. Since TG waves can only propagate in a thin
layer at the plasma edge, as the helicon wave has a much
greater skin depth, the distribution of Te in this work supports
the point in [31–34], which states that the main mechanism of
power deposition from electromagnetic waves comes from
the TG wave. This is more apparent in figures 5(a) and (b),
which show the contour of the deposition power of the profile
and a comparison of the radial normalized deposition power
calculated in this work and that of Chen respectively. In [35],
Chen calculated the radial deposition power of just the TG
wave theoretically with a 2D model and a flat electron density
profile. The two curves matched rather well at the relative
magnitude, indicating the critical role of the TG wave in the
helicon discharge—except for an area near the core, where the
constructive interference from the reflected wave by the
endplate is formed in Chen’s work.

4. Experiment on the temporal evolution of
parameters with OES

4.1. Plasma diagnosis scheme

For many applied low-pressure discharges, including heli-
cons, the electron density is too low to provide an LTE (local
thermal equilibrium), but also too high to use a simple corona
model [13]. In these plasmas, a collisional–radiative (CR)
model taking into account all relevant excitation and de-
excitation processes is required. Vlček et al [36, 37] have
done excellent work on the CR model of argon, although it
accounts too much for the collision and is too time-consum-
ing for plasma diagnosis. In this work, we adopt a modified
CR model following Clarenbach’s method [6], in which the
collisions between the excited argon atoms are ignored due to
the low gas pressure. In addition, the CR model employed by
this paper takes 47 effective levels into account, up to the
principal quantum number n=10, since only a small number
of the excited atoms can reach such a high state for n>10,
while references [36, 37] used a 65 level system up to n=19.
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where Cik are the rate coefficients for excitation and de-
excitation, Si is the ionization rate, αi is the three-body
recombination rate, Aik is the Einstein coefficient for a
transition from level i to level k and Θik is the escape factor
that accounts for radiation trapping effects. The last term in
(11) describes the diffusion of the metastable atoms, where Di

and Λ are the diffusion coefficient and length, respectively.
Clarenbach has pointed out that the quasi-steady-state con-
dition is fulfilled if the electron densities are higher than
1017 m−3 for pulsed conditions. Therefore, the population
density Ni can be acquired in the condition N t t 0i¶ ¶ @( ) / by
the given electron density ne, electron temperature Te, gas
temperature Tg and gas pressure P0. Then, the plasma emis-
sivity εik can be obtained from the relation below for a plasma
whose optical thickness is not too large:

hc
N

4
12ik

ik
i ike

p l
=

⋅
Q ( )

where h is the Plank constant, c is the velocity of light, and λik

is the wavelength.
By comparing εik with the measured line intensity, we

can construct a correspondence relation from the plasma
parameters to the spectrum information with the help of the
modified CR model. Plenty of εik with a parameter sheet of
different ne and Te are computed in this work, while the gas
temperature and the gas pressure are set as constants in the
primary research for the reason that they do not change so

Figure 5. (a) The contour of the deposition power on the profile
(unit: W m–3); (b) the radial normalized deposition power calculated
in this work and by Chen (unit: W m–2).
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extensively in a quick discharge pulse. The εik decided by the
real plasma parameters must match well with the measured
line intensity. Thus, an objective function is defined to dis-
tinguish the real parameters from the sheet:

E
I I

I I

_ _

min _ , _
13

i

K
i c i m

i c i m
error å=

-
( )

( )

where Ii_c is the normalized plasma emissivity, Ii_m is the
normalized line intensity by measuring, K is the number of
lines used in the diagnosis and Eerror is the sum of the relative
line intense error.

Each group of parameters (ne and Te in this work) cor-
responds to an Eerror. Whichever group of parameters is able
to result in a minimum Eerror can be deemed the correct one.

4.2. Experimental set-up

Figure 6 shows a photo of the helicon discharge in the
vacuum supporting system with a volume of 2.8 m3, which
maintains a background pressure of nearly 0.01 Pa in the
discharge. To investigate the transient process of the helicon
discharge, an optical emission spectrum experiment set-up—
shown as a schematic in figure 7—is designed to measure the

line intensities from the discharge tube. The spontaneous
emission fluorescence signal at the measurement point is
focused on the multimode fiber by a optics collection
assembly, which is then diffracted by the grating of the
monochromator and converted into a current on the order of
100 nA by a photomultiplier tube (PMT). This is amplified by
a current amplifier and finally measured by a digital oscillo-
scope. In this work, the gain of the current amplifier is 106,
and the bandwidth is 200 kHz. The spatial resolution of the
collection optics assembly is 2 mm. The acquisition band-
width of the digital oscilloscope is 20MHz, and the response
time of the PMT is 2.2 ns. The time resolution of the
experiment with the CR model is on the order of several tens
of microseconds; thus all of the hardware here is sufficient for
the response. Finally, the measured line intensity is calibrated
by a deuterium tungsten-halogen calibration light source
(Ocean Optics, DH-2000-CAL).

Figure 8. The plasma resistance and corresponding power at
different antenna currents.

Figure 9. A comparison of the line intensities between the numerical
simulation and measurement.

Figure 6. The helicon discharge in the vacuum support system.

Figure 7. Experimental set-up for the time-resolved OES diagnostic.
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In this work, the measurement point is just at the center
of the discharge tube where the gas pressure is 0.91 Pa, as
measured by a pressure meter (Oerikon Leybold, CTR101N)
with a metal mould of the same size. The magnetic field is
measured by a 3D Gauss meter (Cuihaijiacheng, CH-3600).
The axial component is about 500 G at a solenoid coil current
of 60 A, corresponding to the value in the section of the
numerical model.

In this work, the current is not directly measured, as this
is relatively difficult in a high-frequency discharge. The total
resistance in the discharge consists of two parts: the net circuit
resistance and the plasma resistance. The plasma resistance at
a different antenna current can be obtained by the numerical
model, while the net circuit resistance Rc≈12.2Ω is mea-
sured by a precision LCR meter (Agilent, 4285 A) at a fre-
quency of 13.56MHz from the entrance port of the
impedance matching network. Therefore, the corresponding
power at a different antenna current can be calculated by the
equation P=I2R. Figure 8 shows the plasma resistance and
the corresponding power at a different antenna current. As the
current is supplied by an RF power source in this work, the
power can then easily be set in the OES experiment. The RF
power is about 900W at an antenna current of 7.4 A.

4.3. Experiment results

Thirteen Ar I lines from 738.398 nm to 842.465 nm can be
detected in the discharge, nine of which are chosen to analyze
the plasma as they are neither too close to be difficult to
distinguish nor too intense to be properly exposed. The table
below shows the lines used in this paper.

The numerical results are employed as the inlet para-
meters of the CR model to obtain the plasma emissivities,
which are then compared with the line intensities measured by
the experiment. Figure 9 shows four of the lines in table 1 and
an additional line at 811.5311 nm, which seems to be a bit

over-exposed at the peak and is hence omitted in the analysis.
The trend of the curves of the two groups matches rather well,
despite some errors in the magnitude of the peak.

In this work, the plasma sheet consists of ne varying from
1013–1020 m3 and Te varying from 0.1–10 eV. We calculate
all of the objective functions in equation (13) and get the
minimum Eerror, which points to the corresponding ne and Te

at each sampling time. Figures 10(a) and (b) show the time
evolution of ne and Te in this method at an antenna current of
7.4 A and a gas pressure of 0.91 Pa respectively, from which
we can see that the trend of the curves in the experiment is
consistent with the one of the COMSOL simulation. Both of
the electron temperature curves have a very sharp initial rise
which is then followed by a decay. However, there do exist
some differences at the initial ignition stage. For the experi-
ment Te with the CR model, the rising moment occurs later
and the initial data is much noisier. This may have been
caused by the problem of adapting to the steady-state con-
dition using the CR model, in that the interval is too short
while the electron density is not as high at the beginning of
ignition. On the other hand, the electron density is much more
consistent with the simulation and the CR model.

5. Conclusions

In this work, a three-dimensional model of a helicon dis-
charge from a direct numerical simulation is used to investi-
gate the transient characteristics of the plasma. The numerical
cases using an Ar working fluid and a Shoji-type antenna are
calculated, in which the full-sized three-dimensional structure
refers to the SHPS at the BEEMP laboratory in the NUDT.

The temporal evolution of the particle density for dif-
ferent antenna currents is studied using a numerical model on
a relatively large scale, and shows that there exist two distinct
models of temporal evolution for the electron and ground

Figure 10. The temporal evolution of the plasma parameters in the numerical simulation versus the experiment measurement with an antenna
current I=7.4 A and gas pressure P0=0.91 Pa; (a) the electron temperature, (b) the electron density.
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atom density: the electron density jumps to a peak and then
decreases to stable gradually under a high RF power input
(antenna current I�5 A), but increases to a stable state
without a peak value when RF power is low (I�3.4 A).
Analysis indicates that this phenomenon can be explained by
the ion pumping effect. The effect of gas pressure on the
temporal evolution of the electron density has also been
investigated. Results show that the time taken for the plasma
density to reach a peak becomes shorter as the pressure
decreases. The governing equation of the ion is analyzed
qualitatively to explain the effect of pressure on the temporal
evolution of the electron density, showing that the electron
temperature plays the main role in the ignition stage. From the
research on the temporal evolution of the electron temperature
at different antenna currents, it is found that the process of
ignition consists of two stages, namely electromagnetic wave
heating and particle collision cooling, respectively. The high
RF power results in a high peak electron temperature, while
the high gas pressure leads to a steady low temperature.
Finally, the OES experiment, using nine Ar I lines by a
modified CR model, shows that the trends of the temporal
evolution of electron density and temperature are well con-
sistent with those of the numerical simulation.
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