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Abstract
Field-aligned coordinates have been implemented in the gyrokinetic semi-Lagrangian code NLT,
Ye et al (2016 J. Comput. Phys. 316 180), to improve the computational efficiency for the
numerical simulations of tokamak turbulence and transport. 4D B-spline interpolation in field-
aligned coordinates is applied to solve the gyrokinetic Vlasov equation. A fast iterative algorithm
is proposed for efficiently solving the quasi-neutrality equation. A pseudo transform method is
used for the numerical integration of the gyro-average operator for perturbations with a high
toroidal mode number. The new method is shown to result in an improved code performance for
reaching a given accuracy. Some numerical tests are presented to illustrate the new methods.

Keywords: gyrokinetic simulation, field-aligned coordinates, quasi-neutrality equation, iterative
algorithm, gyro-average operator

(Some figures may appear in colour only in the online journal)

1. Introduction

Large-scale gyrokinetic simulation is a powerful tool to study
low-frequency (w < w.) phenomena in tokamak plasmas
[1, 2], such as drift waves [3], zonal flows [4] and energetic
particle-driven modes [5, 6]. In gyrokinetic models, the
charged particles are described by 5D distribution functions in
gyro-center phase space Z = (X, v|, ) instead of 6D dis-
tribution functions in particle phase space z = (x, v) due to
the decoupling of the fast gyro-motion of the particle from the
slow drift motion of the gyro-center. Here, x and v are the
particle position and velocity, respectively. X is the gyro-
center position, v and p are the particle parallel velocity and
magnetic moment, respectively. This reduction in the
dimension of phase space can greatly reduce the computa-
tional effort for direct numerical simulation. Meanwhile, the
time step size can be greatly enlarged (w At ~ 1) owing to the
suppression of the high-frequency waves, such as plasma
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oscillations and cyclotron waves. Here, w. is the gyro-
frequency of the charged particle. In spite of these advan-
tages, gyrokinetic simulation remains very expensive in terms
of computational resources, especially for the global model-
ing of nonlinear multi-scale problems in large tokamaks such
as ITER. Therefore, modern gyrokinetic codes, on the one
hand, require state-of-the-art high-performance computing
techniques to improve the computational efficiency on large-
scale computing systems. On the other hand, various num-
erical methods have been developed and utilized to speed up
the calculations.

Because of the presence of a strong equilibrium magnetic
field, drift wave turbulence in tokamak plasma is character-
ized by a long wavelength along the field line, i.e. kjgR ~ 1
and a short wavelength perpendicular to it, i.e. k; p ~ 1 [7].
Here, k| and k, are wave numbers parallel and perpendicular
to the magnetic field, respectively. p and R are the particle
gyro-radius and major radius of the device, respectively. g is
the safety factor. This kind of anisotropy can be exploited to
improve the computational efficiency by minimizing the
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number of computational grid points along the magnetic field
line for a given numerical accuracy. Taking this point into
consideration, the field-aligned coordinate system is a suitable
choice for tokamak turbulence simulation and has been
employed by many gyrokinetic codes [8—10]. The main idea
of constructing field-aligned coordinates is to express the
parallel gradient through a partial derivative with respect to
(w.r.t.) one of the dependent coordinates, i.e. V| o< 9/0l.
Here, VH = ikH = b - V with b = B/B the unit magnetic field
vector. [ is one of the field-aligned coordinates that specifies
the direction parallel to B. It is clear that for a given accuracy,
far fewer grid points for / can be used to resolve the long-
wavelength perturbation along the field line. Traditionally,
field-aligned coordinates are usually constructed based on the
magnetic-flux coordinates [8], in which the magnetic field
lines on a flux surface are straight lines. Recently, a so-called
flux-coordinate independent (FCI) method [11] has been
developed to construct field-aligned coordinates independent
of the flux coordinates. The field-aligned coordinates
designed by using the FCI method have some advantages
compared to those by the traditional method and are espe-
cially suitable for studying the open field line region, such as
the tokamak edge region containing seperatrix and X-point.

In this work, we describe the numerical implementation
of the field-aligned coordinates for the gyrokinetic continuum
code, the numerical Lie transform (NLT) for simulations of
tokamak ion temperature gradient (ITG) turbulence. NLT is a
Of global semi-Lagrangian code, which is based on the
I-transform theoretical model where the unperturbed particle
motion is decoupled from the perturbed part [12]. This
simulation model leads to a fast fixed point interpolation
algorithm, which can significantly accelerate the computa-
tional speed [13]. Moreover, due to the application of a high-
dimensional (3D and 4D) B-spline interpolation technique,
the NLT code does not suffer from splitting errors [14, 15],
which are caused by time-splitting schemes for high-dimen-
sional partial differential equations (PDEs). Nevertheless,
NLT previously employs the magnetic-flux coordinates and is
thus is not so efficient for studying nonlinear turbulence in
tokamak plasmas. To improve the computational efficiency
by employing field-aligned coordinates, almost all the com-
ponents of the code have been upgraded including the Vlasov
solver, field solver and gyro-average integrator, etc. These
code modifications originate from not only the conversion of
the governing equations due to coordinate transform, but new
numerical algorithms related to the properties of the field-
aligned coordinates. All these numerical aspects will be
detailed in the remaining part of this paper, which is orga-
nized as follows. In section 2, the field-aligned coordinates
and basic equations used in the NLT code are briefly intro-
duced. In section 3, the numerical implementation of field-
aligned coordinates in the NLT code are described including
the gyrokinetic Vlasov solver, quasi-neutrality (QN) solver
and gyro-average integrator. In section 4, some simulation
results are presented. Finally, we summarize the main results
in section 5.

2. The field-aligned coordinates and basic equations
in the NLT code

2.1. Field-aligned coordinates and boundary conditions

The field-aligned coordinates can be constructed in a
straightforward way from the magnetic-flux coordinates,
which are closely related to the magnetic configuration in a
tokamak. The equilibrium magnetic field B in a tokamak,
which is composed of a toroidal component By provided by
current in external coils and a poloidal component B, gen-
erated by the plasma current, can be written in either a con-
travariant or a covariant form as [16]

B=B + B,
=gV x VO + V¢ x Vi)
=gWVC+IW)VO + g())o(, )V,

where (¢, 6, () are the magnetic-flux coordinates, with v the
poloidal magnetic flux, € the poloidal angle and ( the toroidal
angle. Note that 6 is the straight field line poloidal angle, so
that g(v)) = B - V(/B - V0 is the safety factor. 2mpog(¢)) is
the poloidal current outside v; 2mupl(1)) is the total current
inside . (1), 0) is related to the non-orthogonality of Vi and
V6. The Jacobian of (¥, 6, {) coordinates is

2
T=|Vex Ve vt =B 8]
g B?

The parallel gradient operator in (¢, 0, {) coordinates can be

written as

1 (0 0
Vi=b-V=—|-+a5-|. (1)

JB\ 06 ¢
which indicates that the parallel gradient depends on partial
derivatives w.r.t. two independent variables 6 and (. The flux
coordinates (v, 0, () are previously employed in the NLT
code [12], and it is straightforward to construct field-aligned
coordinates (x, y, z) based on flux coordinates (), 6, {) [8],

e.g.

x=1 2
y=qW)0 —¢ 3
z=0. “)
with the inverse transform
Y=ux ®)
0=z (6)
(=qM)-z—y. (M

It can be found that the Jacobian of the field-aligned coor-
dinates (x, y, z) is the same as that of the flux coordinates (7,
0, (). The partial derivatives w.r.t. the field-aligned coordi-
nates can be derived by using the chain rule

0 0] 0

— =— 4 q . z—
q ZaC

ox Oy ®

- = ©)
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with ¢’ = dg/dx. In this work, the field-aligned coordinates
(x, y, z) are implemented instead of (¢, 6, {) in the NLT code.
Let us make some comments about these field-aligned coor-
dinates. Equation (9) illustrates that the partial derivative
w.r.t. y is the opposite to that w.r.t. (, which is along the
toroidal direction. From equations (1) and (10), it can be
found that the parallel gradient can be expressed in terms of
the partial derivative w.r.t. z, i.e.
10
JB 07
This is the main advantage of the field-aligned coordinates;
the parallel direction is specified by only one of the coordi-
nates and thus can be numerically resolved by far fewer grid
points for long-wavelength perturbations along the field lines.
From equation (2), it can be seen that x is still a radial label,
which specifies a flux surface. However, equation (8) indi-
cates that the radial partial derivative with the field-aligned
coordinates, d/9x, is explicitly dependent on the toroidal
partial derivative and field-aligned coordinate z, as long as
q' = 0. A given single mode with toroidal mode number n,
equation (8) can be expressed in wave number space in radial
and toroidal directions as

(10)

v an

ke = ky + nq'z. (12)

It can be seen from equation (12) that the radial wave number
in field-aligned coordinates can be enlarged due to the coor-
dinate transform. Even if the radial wave number in flux
coordinates is negligible, i.e. 9/0y = iky, ~ 0, a finite wave
number in x direction does exist, which is proportional to
toroidal mode number n and ¢’. In this case, more grid points
should be used to resolve the shorter wavelength structures in
x than those in 1), especially for high-n modes. Some methods
have been developed for this problem [17, 18]. In this work, a
pseudo transform method is proposed for the numerical
integration of the gyro-average operator of high-n modes,
which will be discussed in section 3.3.

Let us consider boundary conditions on a magnetic-flux
surface for a given function f = f(x), where x indicates
spatial position. For two angle variables of the flux coordi-
nates, 6 and (, periodic boundary conditions are naturally
employed. That is to say, on a given flux surface ¥ (or x
equivalently)

f(iﬁ, 0, C) :f(/(/}s 0 + 2m, C)
f(%ff’ 0, C) :f(¢’ 0, C"‘ 2m).

For field-aligned coordinates, the periodic boundary condition
is applied in the y direction, while the twisted boundary
condition is applied in the z direction

fy, ) =fx,y+2m2)
f(x’ y,Z+ 27T) :f(xs y — 27“1()6), Z)'

If f is expressed with Fourier series in y, i.e.

13)
(14)

15)
(16)

fey, 2= f(x, 2)e,

with

~

1 2 .
S 2) = — f [y, e ™ dy
27 Jo
the boundary condition of £, in the z direction is written by

fn(x, 7+ 2m) :J?n(X, 7)e—2mat),

It should be noted from equation (16) or (17) that if f has no
dependence on y (or for the Oth-order Fourier component f,), f

7)

(or fo) is periodic in z.

2.2. Basic equations in the NLT code

NLT is a gyrokinetic code, which is based on the I-transform
theory. It evolves the perturbed gyro-center distribution
function of ion as well as perturbed electrostatic potential by
solving the gyrokinetic equation (GKE) and quasi-neutrality
equation (QNE) self-consistently. In this subsection, a brief
introduction to the fundamental equations used in the NLT
code are presented. For more detail on the I-transform theory
and simulation model used in the NLT code, we refer the
reader to [12, 13, 19-21].

The basic idea of the I-transform perturbation method is
to transform the gyro-center coordinate variables Z to a set of
new variables z, so that the perturbed part of particle motion
are decoupled from the unperturbed part. Hence, the GKE in
the new coordinates z depends only on the unperturbed orbit
determined by the equilibrium field. The contribution of the
perturbed field to the distribution function, which has been
decoupled by the I-transform, can be calculated by using the
pull-back transform.

Let us denote 6F (¢, Z) and Of (¢, z) the perturbed dis-
tribution function in coordinates Z and z, respectively. In a
given time interval [fo, o + Arf], the GKE for §f can be
written as

ﬂ6f(t, z(1)) = 0. (18)
dr

Here, the total time derivative do/dt is taken along the
unperturbed orbit, which is written as

bo_0,, 9

a o o
Here, 7 are the unperturbed motion of guiding center deter-
mined by the equilibrium field, which can be expressed in
terms of the Poisson matrix J, and the unperturbed Hamilto-
nian H, as

Z.(é =J ijajH(),

with

1
HO = Emsvuz + ,U/B()
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The non-zero components of the Poisson matrix J? in gyro-
center phase space (x, y, z, v, t, {) can be given by

Jv— g = _48 77 +1
e D
JR = J¥ — _ 8 ,
e.D
e gy 48+ 8
e;D ’
IV =]V = 80
e,D
Jo= e = B[y My 8 )
myD es B
Jo = — & = ﬁ,
s

with ¢ the gyro-angle, D=gqgg + 1+ p”(I’g —g'nh—
pl‘gzagé and p| = mv| /e;B.

The perturbed distribution function in gyro-center coor-
dinates 8F (Z) can be found from éf (z) by applying the pull-
back transform as follows

SF = §f + GLOW6f + Fo) + %Gf&-(G{aj)(éH Fy. (19)

with G(z, t) the first-order generating vector field and F; the
equilibrium particle distribution function. This pull-back trans-
form, which indicates the contribution of the perturbed electro-
static potential to the particle distribution function, is determined
by the gauge function of the I-transform S(z, z), which satisfies

do —
_S = 16 s
dr «0¢

with 6¢ the perturbed electrostatic potential and (---) the gyro-
average operator defined by

(20)

_ 2T
53X, i 1) = ﬁ [ o+ . nas @

The generating vector G,(z, z) can be calculated from S(z, £) by
G| = oSJ". (22)

The equilibrium distribution function F{, in an axisymmetric torus
should be defined by three constants of motion [22, 23] to keep
doFo/dr = 0. In this work, a local Maxwellian

F ( m )3 %msz + uB
=|—| npexp| ————1|,
0= \oar) MO T

is used for simplicity.

Equations (18), (20), (22) and (19) are the GKEs applied
to the NLT code. Note that the total time derivatives in these
equations are all taken along the unperturbed orbit. This
property induced by I-transform theory can be exploited in
numerical computation to significantly reduce the computa-

tional effort [12, 13].
The perturbed electrostatic potential is obtained by sol-

ving the QNE with the adiabatic electron response

eV - (;Oi Vﬂs(ﬁ) = —ei5nig + ezn()e&é%w@,

Wi e

(23)

with w; = ¢;B/m; the gyro-frequency, p, = m;T; / e;B the
gyro-radius, ng; the equilibrium ion density and 7; the ion
temperature. The left-hand side of equation (23) is the ion
polarization density in the long-wavelength limit. This approx-
imation is valid for the ITG turbulence with adiabatic electrons
[24]. The first term on the right-hand side of equation (23) is the
gyro-center density of the ion, which can be expressed as

o
sng = f SF— dedyudv), (24)

m

Here, the over-bar denotes the gyro-average operator defined by
equation (21). The second term on the right-hand side of
equation (23) indicates perturbed electron density, with (---) the
magnetic-flux-surface average operator defined by

J7de [ dv T x. . 2)
271"/‘_#7r Jdz ’

(69) (x) = (25)

By taking the flux average on both sides of equation (23),
we get the equation for (6¢) as

noj — ¢ n‘g
eV - (B—Vﬂ&b)) — —ei(6n).

Wi

(26)

The QNE (23) in the field-aligned coordinates is numeri-
cally solved with a fast iterative algorithm, which will be dis-
cussed in section 3.2.

3. Implementation of field-aligned coordinates in the
NLT code

In the NLT code, all the physics quantities are discretized on
the grid points. The computational domain in phase space can
be denoted by D> £ L, x L, x L, x L, x L,, where

Lx £ [xas xb]a

Ly, £ [0, 2m),

Lz é [_7(-, 71—),

LVH é [*Vc, Vc],

L, £ 10, pl.

Here, x, and x; indicate the inner and outer boundaries of
radial domain, respectively. v, and . are the cut-off velocity
and cut-off magnetic moment, respectively.

3.1. Semi-Lagrangian GKE solver based on multi-dimensional
(4D and 3D) B-spline interpolation in field-aligned coordinates

The GKEs in the NLT code, equations (18) and (20), are both
numerically solved by using the backward semi-Lagrangian
method [25-28]. The perturbed part of distribution function f(z,
X, ¥, 2, v, pt) and gauge function S(z, x, y, z, v, i) are discretized
on uniform phase space grids, which can be denoted as

5f(t’ ZI) = (Sf(t’ Xiy yj9 Tk V”l, /'[/m)’
S(t, z1) = S, Xi, Yis Zks V|15 fon)s

where i, j, k, ] and m are grid indices for each coordinate.
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For a given time interval [¢", "], the value of & (t""", z))
can be found by applying the semi-Lagrangian method as

SF Y zp) = §F (e, ).

Here, z;* is the interpolation point, which can be obtained by
tracing the phase space characteristic z(f) from the grid
Z2(t"™") = z; backward in time to z(1") = z;". Since the gyro-
center dynamic is in the 4D phase space (x, y, z, v)) with p a
constant of motion, 4D interpolation on the domain
D*2 L, x Ly x L; X L, is needed to estimate the value of

of (1", z;*) from grid values &f (", z;). Note that z;* for every grid
depends only on the equilibrium field, so that it can be calculated
once and saved as numerical tables for real-time computation
[12]. Moreover, it is clear that the 4D interpolation for each grid
is fixed point interpolation, which can be utilized to speed up the
computation in each time step [13].

For 4D B-spline interpolation by tensor product, the
major difference between the flux coordinates (v, 6, ¢) and
field-aligned coordinates (x, y, z) lies in the boundary con-
ditions. On a flux surface, the boundary conditions in (y, z),
given by equations (15) and (16), are derived from physics
boundary conditions in (6, (), given by equations (13) and
(14). Thus, these boundary conditions should be employed by
the interpolation scheme. For B-spline interpolation, it is not
difficult to implement a periodic boundary condition in y, as
has been previously done for the flux coordinates ¢ and ¢ [12].
While the twisted boundary condition in equation (16) cannot
be implemented directly for B-splines. If one simply replaces
this physics boundary condition with another one, e.g. peri-
odic condition, then the unphysical boundary condition in z
may induce unacceptable results, such as the non-periodical
solution in (8, {). As for the not-a-knot boundary condition,
although it does not enforce any artificial boundary values or
derivatives, the problem with it is that the interpolation acc-
uracy near the boundary is rougher than that in the inner
region. To resolve this difficulty, two buffer regions including
several grids are added to both ends of the z grids. Hence, the
extended z grids can be expressed as

27)

L;xl =[-7 — I’leZ, T+ (np — I)AZ], (28)

with n;, the number of grids in each buffer region. Az is the
grid size of z. The values of §f in the buffer region are cal-
culated from those on the non-buffer grids by using
equation (17). The 4D tensor B-splines are constructed on the
extended domain of z including the buffer region with not-a-
knot boundary condition. Figure 1 illustrates the buffer region
on a flux surface where n, = 2. Note that all interpolation
points can be put into the region L, x L on a flux surface by
using equations (15) and (16).

Here, a numerical test is shown to illustrate the rela-
tionship between the interpolation errors and number of
buffer grids. We use an analytical function

f@, 0, ¢, v = cos(mb — n{)exp(—v(), (29)

with the toroidal mode number n = 30 and the poloidal mode
number m = int(ng). The function values on all the grids of

the extended domain D, = L, x L, x L™ x L, are ana-
Iytically given and the 4D tensor splines are constructed based
on these values. Then, the values on the half grids
7, = zx + Az/2 are interpolated. Figure 2 plots the inter-
polation errors of the 4D B-splines on these half grids with a
different number of buffer grids. It can be seen that since the
twist boundary condition is enforced in the buffer region, the
interpolation errors near the boundary of L, reduce rapidly as
ny increases. Therefore, it is enough to choose n, =4 or
n, = 5 to achieve the same level of accuracy between the
boundary and inner region.

The process of solving equation (18) by using 4D
B-spline interpolation in field-aligned coordinates can be
summarized as follows.

Step 1. The values of & (¢", x;, Yj» Z V) on all the grids
of domain D* are known.

Step 2. Calculate all the values on the grids in the buffer
region by using 1D DFT in y (with fixed x;, vy; and f,,) according
to equation (17). The details of this mapping will be given below.
Note that spectral precision is kept in this process.

Step 3. Construct 4D B-splines by using the values of §f
on the grids of extended domain Dgxt.

Step 4. Compute §f (t"+, x;, Yj» Zk> v|1) on all the grids of
domain D* by 4D B-spline interpolation according to
equation (27).

In Step 2 above, the function values in the buffer region
are calculated strictly from the values in the non-buffer grids
according to the twisted boundary condition by 1D
Fourier transform. For example, f(x;, Vo =T — Az),j=
1,2,3,---n,, can be calculated from f(x;, Yy T — A7),
j=1,2,3, - ny, with n, the grid number in y, as follows.

1. The function in the non-extended region can be
expressed by Fourier series as

[y, m— A2) = 30F, (i, m = Ag)e ™,

n=—-ny/2, —n,/2+1,-,n,/2 — 1

where fn can be calculated by 1D DFT in y
from f (x;, Vi T — Az), j=1,2,3,-n,.

2. The function in the buffer region can also be expressed
by Fourier series as

f(xi, y, —m — AZ) = Zj‘::(xi, —T — Az)efiny_

3. From equation (17), fAn, can be easily found by

A~ A .
Bl —m = A7) = fi (i, m — Ag)el2mat),

4. The values in the buffer grid f(x;, Vpp =T — A7),
j=1,2,3, - n, can be obtained by 1D inverse DFT
of fn/

The process of solving equation (20) is similar where 3D
B-spline interpolation for é¢(x, y, z, ") is applied on the
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(3 buffer grid

..... (:).
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Z n2Az n-Az ©n THAz

Figure 1. Computational grids of (y, z) on a flux surface. Buffer regions are indicated by dotted lines and red color. Values on the grid points
in the buffer regions (circle with a dashed line) can be calculated by using corresponding values on the inner grids (circle without a line) with

the same color.
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Figure 2. Relative 4D interpolation errors with a different number of buffer grids. (a) Relative errors in z with different n;, (b) Maximum

errors with different n,.

extended grids. Then, the gyro-center distribution function 6F
can by explicitly calculated with the help of equation (19).
The partial derivatives therein are approximated by the fourth-
order central finite difference scheme, which can be written as

of fiy =8 + 8, —fin

RS i i l ! oA ¢ s 30

e = 12Aa PG, G0
a,
620[ a=q;

_ 7]?72 + ]6]?71 — 3in + 16ﬁ+1 7ﬁ+2 + 0(Aa4),

12Aa2
(31)

where « indicates x, y, z and v|. The midpoint predictor-
corrector method [12] is applied to improve the global
accuracy in time to the second order.

3.2. Fast iterative algorithm for the QNE

To obtain the self-consistent potential, the QNEs, equation (26)
and equation (23) should be numerically resolved. The numer-
ical solution of equation (26) for (§¢) is straightforward and the
same as before [12]. This equation comes from the adiabatic
electron approximation and disappears in the kinetic electron
model. In this paper, we focus on the numerical algorithm for
solving the 3D QNE (23) in the field-aligned coordinates.
Equation (23) can be formally denoted by

LI6¢(x,y, 2)] = s(x,y, 2). (32)
Here,
. noj 2 (S
L=¢V- Vibop| — enoe—,
Wi e

which is a second-order partial differential operator, which
includes the terms of ¢ and its partial derivatives. All these
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partial derivatives of 6¢ come from the polarization density
term in equation (23). s includes all the other terms inde-
pendent of §¢, which is given by

e’nge (6¢)

s = —ebnf —
I

For drift wave turbulence, the parallel derivative 0/9z is
much smaller than the other two, 9/0x and 9/dy, so that L
can be divided into two parts

L=Ly+ L,

where £; is composed of all the partial derivatives of §¢» w.r.t.
z, 1.e.

L2 L(x, z)ig + bhx Z)ié

8 "oy oz
+ L(x, Z) > T I4(x, z)— (33)
and L includes all the other terms in £
Lo = c(x, Z)a—2 + a(x, 2) 8y + a3(x, Z)a%
+ ax, Z) + cs(x, z) + ce(x). (34)

The details of the coefficients, c; and /;, and s(x, y, z) can be
found in the appendix. It is clear that for those modes with a
high toroidal mode number, £; < L, is expected. In this
case, £; can be neglected for simplicity, as has been done in
many works. However, for modes with a low toroidal mode
number, £; may be comparable to £, and should be taken into
consideration. Here, we propose an iterative method, which
can solve the 3D PDE (32) efficiently by solving a set of 1D
ordinary differential equations (ODEjs) iteratively.

Note that all the coefficients of the partial derivatives,
ci(x, z) and Ii(x, z), are independent of y. The spectral method
can be applied to equation (32) in the y direction. Let us
denote

N
2 el .
bp(x,y, )= Y, 0¢,(x,2)e",
N
5Oy, D)= Y Sulx, e

n=—

NES

The operators £, and £ in spectral space can be written as
2

Lo 2 cla— + (incz + q)i — n%cy + incs + c,
Ox Ox

N 0 0 0?

E A 18—a—+l38 +(ln12+l4)—

Hence, equation (32) can be reduced to a set of 2D PDEs in
spectral space as
N N

n=-——, —— + 13 Y
2 2

N

(Lo + L)oo, = §,. 1, >
5

D

3

~

Since L; < Ly, the above equation can be solved iteratively
by using the following scheme

(m+1)

Losp™ k) 20 = 806 ) — £168" (o ). (36)

Here, the superscript (m), withm = 0, 1, 2, 3---, indicates the
number of iterations. Now, the £; operator, which includes all

the partial derivatives w.r.t. z, acts on the known quantity
&ﬁrfm) so that the last term in equation (36) can be calculated
explicitly. Note again that all the partial derivatives w.r.t. z are
excluded from fo, so equation (36) is in fact a set of ODEs
w.r.t. x for given toroidal mode number n and z.

The iterative algorithm for the QNE can be summarized
as follows.

Step 1. Given §,(x;, zz). Set m = 0 and 6;;5]:0) = 0. Set
desired convergence tolerance €, and maximal number of
iterations ;.

Step 2. Calculate the second term on the right-hand side

of equation (36) explicitly from §¢" with the finite differ-
ence method.

Step 3. For each toroidal mode number n and grid z,

solve equation (36) w.r.t. x to get 6;;5’1(m+ b
finite difference method.
Step 4. Calculate the difference between 6(;5

(x;, zx) by using the

1
(ntD and

(m+1)
(xi, z1) —

(m+1)

Zn,zk,xﬂ&b
’1 3Zks X,|6¢

Step 5. If €™ > ¢, setm = m + 1 and go back to Step 2.

If e < g or m = ny, let 6(;5 = 6¢(m+ )

Note that (5¢k = 0 is assumed in Step 1 to start the
iteration, which indicates that all the parallel derivatives are

(m)
86, (i 2|

(-xiv Zk) |

em —

and exit the loop.

neglected for the calculation of 5A¢k( l). This approximation has
been used in many gyrokinetic simulation codes. Numerical
practices show that a fast convergence rate can be achieved
for ¢™ and one typical case is shown in figure 3 for ITG
turbulence simulation.

The total computational cost of solving equation (36) for
one iteration can be evaluated as O(Nx2 x Ny, x N;), with
O(N?) the operations cost for each ODE and N, x N, the
number of ODEs. The cost of FFT for computing §, from s
and 6¢ from 6A¢n is O(Nylog, Ny x N; x Ny). In the previous
QN solver, which employs flux coordinates [12], the 3D PDE
is decomposed into a set of 2D PDEs in (3, 8) and solved by
using a combination of the pseudo-spectral method in the
poloidal direction and the finite difference method in the
radial direction. Thus, the total computational cost is
O((Ny x Np)* x N;), with O((N;, x Nyp)?) the cost for each
2D PDE and N, the number of 2D PDEs. Here, (N, N,, N;)
and (N, Ny, N;) are the number of grid points for each
coordinate. It is clear that the new QN solver described in this
paper is much more efficient than before.
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Figure 3. Convergence of the iterative algorithm for the QNE.

3.3. Pseudo transform method for the numerical integration of
the gyro-average operator

The gyro-average operator is very important for gyrokinetic
theory and simulation. The finite Larmor-radius effects can
provide stabilizing effects on small-scale turbulence [29]. In
gyrokinetic simulation code, there are mainly two kinds of
numerical method for the gyro-average integration defined in
equation (21) [30]. The first is the spectral method [10, 31],
which transforms the integration to the spectral space. In
simple geometry or flux-tube simulation, the gyro-average
operator in Fourier space can be simply calculated by multi-
plying the spectra by the Bessel function. The other is the
numerical integration method [9, 32, 33], which approximates
the integration by the evaluation of several points on the gyro-
ring. In the NLT code, a four-point discrete sum method [32]
is used to approximate the integration efficiently.

It is easy to specify four points on a gyro-ring by using
the field-aligned coordinates. The equilibrium magnetic field
can be expressed as B = Vx x Vy. Thus, the unit vectors
e, = Vx/|Vx|, e =b x e; and b are orthogonal to each
other. Given gyro-center position X (xg, Y, Zg) and the gyro-
radius p, the four points on the gyro-ring X,(a = 1, 2, 3, 4)
can be identified as

Xa(xa, Yos Za) =X+ P>

with
Py = per,
Py = —pei,
p3 = pey,
Py = —peés.

Xas Ya» Zo Can be approximated by

xa:ngrpa'Vxéxg+Axa,
Ya= Yot P VY 2 + Ay,

A

Za=12g + p,- VI =74 + Az,.

Figure 4. Bilinear interpolation on the (x, y) surface.

The gyro-average integration of a function f(X) can be
approximated by using the four-point discrete sum as
27
[T P = S Gz B
21w Jo 47
The off-grid values f(x,, ), Zo) can be obtained through
interpolation. The nearest-grid-point interpolation [10, 34, 35]
can be applied to the z direction to improve the computational
efficiency. Thus, f(xa, .. 2a) = f (X0, Y 2x) With zi is the
grid point nearest to z,,. Usually, the bilinear interpolation can
be applied to x and y
4

S Gas Yor 20 = D Wi

i=1

(38)

where, f; are function values on the nearest four grids and w;
the weight for each grid value given by

wi=(1 -0l — w),
wy =t(1 — u),
w3 = tu,

wy=( — Hu,

with 7 = (x, — x;)/Ax and u = (y, — y;)/Ay. The bilinear
interpolation on the (x, y) surface is illustrated in figure 4.
The linear interpolation precision is first order and the
interpolation error is proportional to the partial derivatives of
the interpolated function. For example, suppose f does not

depend on y, then the linear interpolation error can be esti-
mated by [36]

1 0%
E, < — max = | (Ax)% 39
8 x€[xpxi41] axz ( x) ( )

From equations (8) and (12), it can be seen that the inter-
polation error, proportional to the radial derivatives, may be
larger with field-aligned coordinates than that with flux
coordinates. In this case, it is wise to do the interpolation in
the flux coordinates. Here, we propose a pseudo coordinate
transform method to resolve this problem, which does not
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need to map the interpolated function f(x, y, z) to the flux
coordinates f (v, 6, ().

The interpolation point (x,, ,, zx) can be mapped to the
flux coordinates as (¢, &, ¢,) according to equations (5)—(7)
with a virtual grid of 1; = x;, (; = y; and 6, = z;. Here, the
virtual grid of (v, 6, () is only used for interpolation error
analysis; the function value is indeed not mapped to the grid
points in the flux coordinates. Then, f(v,, 6, ¢,) can be
interpolated linearly in 1)

S Xas Yo 20) = f (s Oks () = (1 = OF Wi Ok, C,)

+ lf(’(/J,’+1, ek’ C(y)’ (40)
with an interpolation error
2
Ey<t max | 2| agp. (1)
8 velt, vl | 02

This interpolation error is smaller than that in equation (39) if
Z—Z > ;—2’; Now, what is needed is to evaluate f (v, 6, C,)
and f(¢i+1, Ok, C,)- This will not be directly done in the flux
coordinates. Note from equations (2)—(4) that the mapping
between (¢, 0) and (x, y) is identical mapping, so (x;, zx) are
still on the grid point if (¢;, 6;) are on the grid point. By
remapping the two points (¢;, O, ¢,) and (¢, 11, O, ¢,) back
to the field-aligned coordinates, which can be denoted by
(Xis Yoo 21) and (x;, ¥, 21), respectively, the function value
can be evaluated by 1D interpolation in y by

I @i Ok, G = f (i Yoo 2 = (1 — u)f (i, v, 20)

o f @i ¥ 10 2005
S @igs O G = f i1y Yoo 26) = (1 — u2)f (Xige1, ¥, 26)
+ua f(Xiv 1, Yj 415 25

with interpolation error

o

e (Ay).

1
E, < — max
8yl

Here, y o and y oy +1 A€ the two nearest grid points to the
interpolation point y, -and w0 = (3, — ¥ juz)) /Ay. Thus,
the whole interpolation scheme in the field-aligned coordi-
nates can be written by

f(-xa" Yor Zk) = (l - t)[(l - ul)f(xi’ y_j]s Zk)
+ o f (i, ¥ 115 2] + LA — u)f (i1, ¥, 20

+ ua f(Xiv 1, ) 410 20 (42)

with interpolation error
Elot g E'd) + E’7

which is dependent on Ey, but not E,. The pseudo transform
method is illustrated in figure 5.

With the pseudo transform method, the interpolation
error can reduce from E, to E,. This is useful for the gyro-
average integration of perturbations with a high toroidal mode
number and if k, > k;, . The key point is to perform radial
interpolation in v instead of x to avoid the large wave number
in x. The interpolation error in the toroidal direction is the
same for ¢ and y, as can be seen from equation (9). It should

also be pointed out that for the continuum code, all the
interpolation points and weights are independent of time.
Thus, they can be computed and saved in the initialization
stage.

The numerical tests are performed to illustrate the
advantage of the new method. The test function is given by

(¥ — o)

f@, 0,0 = CXP[—m

]cos(m@ — n(),

where 1 is the reference flux surface with safety factor
g = 1.4 and magnetic shear § = 0.8. The toroidal mode
number n = 30 and poloidal mode number m = int(ng). The
simulation domain in (x, y, z) is [0.4a, 0.6a] x [0, 27/n] X
[0, 27] with a the minor radius. In figure 6, the function is
plotted with different radial variables v and x. It can be seen
that the wave number is much larger in field-aligned coordi-
nates, which is consistent with equation (12).

For given numbers of grid points (n,, n,, n.), the num-
erical errors of the numerical gyro-average integration can be
defined by

St ikl fram (i Vs Zk) — f(x, Y 20|
Sl f sy 20

k)

where f, =~ and f are the numerical and analytical gyro-
averaged function of f. The summation is taken over all the
grid points in the simulation domain. Figure 7 compares
the numerical errors of the gyro-average integration between
the newly-proposed method using equation (42) and the direct
integration method using equation (38) for given grid num-
bers n, = 32 and n, = 32. It can be seen that to achieve the
same numerical precision, many more grid points must be
employed for the direct integration method. This is easy to
understand; more grid points are needed to resolve the finer

structure in the x direction.

In figure 8, the contour-plot of the numerical errors with
the direct method are shown. It is clear that the error is
dominant in the large z region, which is consistent with
equations (8) and (12).

4. Simulation results

4.1. Linear ITG simulation

In this subsection, some linear ITG simulations are performed
with the cyclone-test [37] parameters for code verification.
The simulation parameters used here are set as close as pos-
sible to those in 10]. An analytical equilibrium with con-
centric circle flux surface is used with Ry = 1.67 m,
a = 0.60m, By = 1.9 T. The safety factor profile is given by

0.86 + 2.27(5)2

- ()

q(r) =
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Figure 5. Pseudo transform method. (a) 1D radial interpolation in the flux coordinate. f (x,, ,, zx) is mapped to f (¢, 6, C,), which is
interpolated by f(¢;, Ok, C,) and f (¢, 1, O C,). (b) 1D toroidal interpolation in field-aligned coordinates. f (v, bk, ¢,) and f (¢, Ok, C,)

are mapped back to f(x;, y,,, zx) and f(xi11, Y,,, 2k), respectively.

(a)
-t (¢700a<.0)
1 (.II y07 ) e LT
0.4 0.45 0.5 0.55 0.6
r/a

Figure 6. Test function f in the radial direction in the flux coordinates
@A=1()A=0.1.

The temperature and density profiles are given by

A(r) = Agexp —nA—A tanh(w) ,
Ry A
with A indicating T and N. Here, T, = 197 keV,

(e 1019 m_3, Rt = 696, Ry = 223, AT = AN =0.3.
7 = T./T; = 1 is assumed. For more details on the simulation

10

---f(®,60,G)
L _f(l',yo, ZO)

04 0.45 0.5 0.55 0.6
r/a

and field-aligned coordinates with the other two coordinates fixed.

parameters and set-up, we refer the reader to [12]. In figure 9,
the frequency and growth rate of the linear ITG modes given
by the new version of the NLT code is plotted and compared
with the results from the previous version of the NLT (with
the flux coordinates) and GENE code. It can be seen that the
linear simulation results from these three codes are consistent
with each other. The linear mode structure with toroidal mode
number n = 19 on a poloidal section is shown in figure 10.
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Yo =¥ new interpolation method
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Figure 7. Numerical errors of the gyro-average integration on the reference flux surface with different number of grids in the radial direction.

@A=1.(b)A=0.1.

@ interpolation error from direct method

0.025
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0.015
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Figure 8. Interpolation errors on the reference flux surface for the
direct method with n, = 64 and A = 1.0. Numerical error is larger
near 7 = %m.

4.2. Nonlinear ITG turbulence simulation

In this subsection, some simulations of nonlinear ITG tur-
bulence are performed. The simulation parameters are chosen
according to [38]. The equilibrium configuration is the same
as that in the above linear test, except that the g profile is
given by

r 2
q:&%+zut).
a

In this case, g(ry) = 1.40 and §(ry) = 0.78, with ry = 0.5a
and § = (r/q)dq/dr the magnetic shear. The temperature and

0.4r NLT(flux coord.)
-©-GENE
03k -B-NLT (field-aligned coord.)

w(es/Ro)

-04
0

0.1 0.2 0.3 0.4 0.5 0.6
kgpi

Figure 9. Comparison of frequency and growth rate for linear

ITG mode.

density profiles are given by

A(r) = A exp{—mARi[(r —ro)/a — AAtanh(_(’" _Ari)/a)

0 A

— AAtanh(—(r — ro)/a)]},
AV

with r € [r;, ro] the simulation region in the radial direction.
The relevant parameters are Ty = 1.97 keV, Ny = 10! m—3,
Rt = 691, RN = 222, AT = AN =004 and 7=1. The
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Figure 10. Linear ITG mode structure with single toroidal
mode (n = 19).
grid resolution n, X ny X ng X n, X n, is set as

(129 x 144 x 16 x 64 x 32).

In figure 11, the ion heat diffusivity y; with different
iteration number 7; in the QN solver are shown. The mode
structures in the linear and nonlinear phase are drawn in
figure 12. It can be seen from figures 11 and 12 that the same
results are obtained with n;; = 5 and n;, = 10 in this test case.
The difference between the case with n;; = 0 and the other
two indicates that the derivatives w.r.t. z, included by the
iterative algorithm, may affect the energy flux as well as the
mode structure in the nonlinear phase, while in the linear and
quasi-linear phase these effects are negligible. Some other
benchmark results of nonlinear ITG turbulence for the new
version of the NLT code can be found in [39].

In figure 13, time evolution of the particle number
ON /Ncq in ITG turbulence simulations is plotted. Here, the
perturbed particle number is given by

oN = [éngaxdydz, (43)
. Bg .

with on = [ SF—dédpudv. Neg = JN () Jdxdydz s the

equilibrium particlIe number. It can be seen that the particle

number conservation is comparable to other gyrokinetic

codes, such as the results shown in [24].

4.3. Computational efficiency

In this subsection, the computational efficiency of the new
version of the NLT code is compared with the previous
version by running single ITG mode simulations with
kgp; = 0.3. The numbers of grid points used for this test are
(Ng, Ny Ny, N,) = (160, 32, 64, 32) and (N;, Ny, Ny, N) =
(160, 32, 64, 32) for the previous version and the new ver-
sion, which are required for numerical convergence in this
test. Figure 14 shows the numerical convergence rate in the

6.
""" nig =0
A — N = ?
11
A
Fy R
4 T I
AR n
o g N
9 T I T
=3l PyTh, o
~ R A
S [ T N
A I T S AR VAt
! | | v v R
2. | \ / SN A I\\\
: “i( ‘il \I\\ ,'1 \\
| ) ./ EN
| ~/ N
1. l' \“}‘\
: N Ay,
f
J
0 Z 1 1 1
0 50 100 150
time(R/cs)

Figure 11. Time evolution of ion heat diffusivity with different
iteration number n;; for the QN solver.

number of grid points of Nyg(N,) for the previous (new) ver-
sion of the code. It can be seen that a minimal number
Ny = 128 or N, = 16 is required to get both the convergent
frequency and growth rate for each version. Table 1 compares
the computational cost of the new and previous version of the
NLT code. It is clear that in this case of high-n ITG mode, the
computational efficiency of the NLT code has been greatly
improved for a given accuracy by using field-aligned
coordinates.

5. Summary

In this work, we have implemented field-aligned coordinates
in the semi-Lagrangian code NLT to improve the compu-
tational efficiency for the gyrokinetic turbulence simulation.
By introducing field-aligned coordinates, the computational
cost can be greatly reduced by using a small number of grid
points along the field line to resolve perturbations with small
k. For ITG turbulence simulation, the grid number of z is
typically set as 16 or 32. The gyrokinetic Vlasov equation is
solved by using the backward semi-Lagrangian method with
4D B-spline interpolation by tensor product in the field-
aligned coordinates. Two buffer regions are imposed at both
ends of z grid to ensure the twisted boundary condition along
the field line and keep the interpolation accuracy near the
boundary. The QNE is also solved with the field-aligned
coordinates. The partial derivatives w.r.t. z, which are
usually dropped in many codes, can be preserved by
applying the iteration method. A new transform method is

12
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Figure 12. Mode structure of d¢ in linear phase t = 42¢, /R (up) and nonlinear phase t = 80¢, /R (down) with different number of iterations:
ny = 0 (left), nyy = 5 (middle) and n; = 10 right.

x10"
g =0 B
—MNit =9 T
s| e = 10
0.6l -@-NLT(flux coord.)
[ B NLT(field-aligned coord.)
4t
0.4f Im(w)
g
Z 3} = ,9 ------------ ;Q
= = o2} e
B ~ .
J -7
= )
2t 3 oF .@ ................................
) Ao ----mmmm—==— === :9
1+ —0.2} =
co Re(w)/4
0 . . . —0.4— . . .
0 50 100 150 b2 /?),2( ) 6 8
) Ny n
time (R/cs) ¢
) ) ) ) Figure 14. Convergence rate in the number of grid points of N, (for
Figure 13. Time evolution of the particle number (6N /Neq) in the the previous version) and N, (for the new version) for single ITG
ITG turbulence simulation. mode simulation with kyp; = 0.3.
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Table 1. Computational cost for single ITG mode simulations by the
NLT code with different grid numbers of 6 and z. 384 CPUs are
employed in each case.

Grid number of 6(z) Computational cost

previous version Ny = 128 (kgp; < 0.3) 7.36 s/step
previous version Ny = 256 (kgp; > 0.3) 15.44 s/step
new version N, =16 0.60 s/step
new version N, =32 1.120 s/step

proposed for the numerical integration of the gyro-average
operator.
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Appendix. Coefficients in QNE

Let B(x, z) = ejng/Bw;; the coefficients in equations (34)
and (33) can be given as

o = pg*,
o = g7,
c3=20g",
1 1 .
¢y = —0,(JBg™) + —0.(BJg™),
J J
1 1 X
cs = —0:(JBg™) + —0.(BJg?),
J J
o exnge
6 —Te )
2
s = —eiong — Soe(80)
1:
and
Iy =23g*%,
I =238,
13 = 6(gzz - szz )’

1 o, L a_ L

The metric coefficients g“’g are defined by

g? & Va - V§.
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