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Abstract

This paper reports the use of machine learning to enhance the diagnosis of a dusty plasma. Dust
in a plasma has a large impact on the properties of the plasma. According to a probe diagnostic
experiment on a dust-free plasma combined with machine learning, an experiment on a dusty
plasma is designed and carried out. Using a specific experimental device, dusty plasma with a
stable and controllable dust particle density is generated. A Langmuir probe is used to measure
the electron density and electron temperature under different pressures, discharge currents, and
dust particle densities. The diagnostic result is processed through a machine learning algorithm,
and the error of the predicted results under different pressures and discharge currents is analyzed,
from which the law of the machine learning results changing with the pressure and discharge
current is obtained. Finally, the results are compared with theoretical simulations to further
analyze the properties of the electron density and temperature of the dusty plasma.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Dusty plasma is a plasma system formed by adding dust
particles to a plasma [1]. The dust particles become charged
due to the nature of the plasma itself [2]. Dusty plasmas are
often not intentional but sometimes formed intentionally for
certain applications. Because the properties of charged
dust particles are different from those of electrons and ions,
dusty plasma has many unique characteristics [3]. It plays an
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important role in the field of space and engineering applica-
tions [4, 5]. In carrying out laboratory research on dusty
plasma, it is important to understand the specific parameters
of the dusty plasma [6, 7], especially its electron density and
electron temperature [8]. The diagnostic method is therefore
at the heart of experimental research on dusty plasma, so that
improving the diagnostic method is of great significance [9].

The very existence of the dust particles makes the diagnosis
of dusty plasma in the laboratory a very challenging problem
[10]. Commonly used methods include spectrum diagnosis [11],
microwave diagnosis [12], and probe diagnosis [13]. In spectrum
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diagnosis, the fiber probe can usually diagnose only outside the
plasma area [14]. Dust particles in the dusty plasma interfere with
the spectrum that the probe can receive, so that the measured
spectrum cannot accurately reflect the real situation inside the
dusty plasma. For microwave diagnosis, since the dust particles
carry electric charges, they will, like electrons, interact with the
electromagnetic waves passing through the plasma, causing
attenuation of the waves and introducing errors in the measure-
ment of parameters. For probe diagnosis [15], because the
diagnostic system applies a voltage to the probe during the
diagnostic process, the charged dust particles will adhere to
the surface of the probe, preventing the probe from collecting the
current in the plasma [10]. Because the dust attachment process is
relatively random, accurate corrections cannot be made during
the diagnostic process and the probe data cannot be calculated
correctly [16]. So, the dust particles and especially the fact that
they are charged prevent the accurate diagnosis of dusty plasma
using conventional diagnostic methods. Therefore, improving the
diagnostic methods is an important task in the study of dusty
plasma [17].

At the same time, machine learning methods have been
used to solve the Boltzmann equation of weakly ionized
plasma [18]. In plasma diagnosis, Jonathan Chalaturnyk [19]
studied the feasibility of machine learning to enhance the
diagnosis of dust-free plasma probes. In previous experi-
ments, machine learning has also been successfully imple-
mented to enhance the diagnosis of plasma probes [20]. We
conclude that improvement in diagnosing dusty plasma is
feasible. Since the amount of dust in the dusty plasma has a
direct influence on the diagnostic result, the use of machine
learning to process the data obtained from the diagnosis
and thereby to reduce the error of the result has great
research value. At the same time, considering that in com-
mon probe diagnostic methods dust particles have relatively
little influence, probe diagnosis can be used as the data
source for machine learning in order to study parameters
such as the electron density and temperature of the dusty
plasma.

Here we present the results of a study in which diag-
nosing dusty plasma is combined with machine learning and
probe diagnosis. The diagnostic result of a smaller dust
density is input into the machine learning algorithm; then the
result for a larger dust density is predicted, and the predicted
result is analyzed. By comparing the results of machine
learning with that of fluid model, the reliability of the
machine learning algorithm is further verified, and the prop-
erties of electron density and temperature of the dust plasma
are further analyzed by an improved probe diagnosis method.
In section 2, the formulas and principles used in the simula-
tion are introduced, and the machine learning algorithm is
applied. In section 3, the experimental device and the process
of carrying out the experiment are explained in detail, along
with the specific research methods. In section 4, the results of
the experiment are analyzed in detail and are compared with
the results of a dust-free plasma. Finally, in section 5, con-
clusions are presented.

(b)

(d)

Figure 1. Schematic diagram of discharge device: (a) anode,
(b) cathode, (c) dust particle, (d) Langmuir probe.

2. Setting up the experiment

In this section, the plasma generator, parameter selection, and
some early data processing methods are introduced.

2.1. Dusty plasma generator and parameter selection

In order to obtain results of the initial dusty plasma probe
diagnosis, the dusty plasma generator used by Ding [21] is
adopted, as shown in figure 1. The experimental device can
completely trap the dust particles in the curved part of the
tube and thereby control the distribution of dust particles in
the plasma. Because the density of dust particles ngq is difficult
to control accurately in the experiment, it is impossible to
analyze accurately the influence of dust density on the
experimental results. But by injecting a known amount of dust
particles in this experimental device, the density of local dust
particles can be changed regularly with changing the pressure
and voltage, although the density of dust cannot be accurately
known. Furthermore, accurate collection of probe data is
realized, which provides better data for the prediction of the
algorithm.

Figure 1 gives the overall structure of the plasma gen-
erator. It is bent 40 cm glass tube with an inside diameter of
3 cm. The electrode spacing is 25 cm. Some dust particles are
placed in the glass tube, and after the discharge starts, they
become suspended in the plasma to form a dusty plasma. The
dust particles are made of aluminum oxide, there are about
200-300 dust particles in the bend. The dust particles are
spherical and have a diameter of 5 ym. The plasma gas is
helium, and DC glow discharge is used as the plasma
environment in which the dust is suspended. The probe is at
the curved part of the glass tube to measure the dusty plasma
density and temperature in the positive column in that area.
The probe used for measurement is the Impedans commercial
probe system. By using high temperature to soften the wall of
the glass tube, and passing the probe through the wall, the air
tightness of the device is not affected. The plasma power-
supply is a CE 1500 005T programed power-supply, which
can directly read the power-supply current and voltage and
continuously adjust its output parameters. The maximum
power-supply voltage is 1500 V, and enough data can be
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obtained for machine learning training and verification. A
100 kW resistor is connected in series in the circuit.

In the probe diagnosis of plasma [22], due to the diffi-
culty in measuring discharge current, the pressure and the
total voltage of the circuit were selected as the input para-
meters of the algorithm for analysis. When diagnosing dusty
plasma, by improving the accuracy of discharge current
diagnosis, more basic discharge current can be selected as the
input parameter. Therefore, discharge current and gas pres-
sure are used as input parameters, and electron temperature
and electron density are used as output parameters. The
diagnostic results at a specific dust particle density are used to
train the machine learning algorithms, in order to obtain
diagnostic results at other dust particle densities.

2.2. Implementation details of machine learning

Because of its scalability and data-fitting ability, the multilayer
perceptron (MLP) algorithm, with excellent performance in
machine learning, was selected. The number of input nodes of
the multilayer perceptron, d = 2, corresponds to the pressure
and voltage of the plasma. Similarly, the number of nodes in
the output layer, ¢ = 2, corresponds to the electron temper-
ature and electron density. Through a large number of exper-
imental measurements, the model achieves the best
performance when the number of network layers is / = 1. The
optimal number of nodes in each hidden layer is h = 20,
hy = 40, h; = 40, and hy = 20. The code is implemented by
Pytorch 1.0 in Python, and the computing device is a desktop
computer with Intel(R) Core(TM) i5-6500 CPU @ 3.20 GHz
and NVIDIA GeForce GTX 1060 3 GB. To achieve better
convergence of the model and avoid gradient disappearance,
Gaussian regularization is adopted for both input and output
data. We take the electron density data measured by experi-
ments as the true value as the standard to evaluate the accuracy
of data prediction.
The treatment method is as follows:

=330,
0% = 23,
Xreg = Xﬁ#, (D

g

where x is the data vector to be regularized, X, is the result
of regularization, and 7 is the length of the vector. To mea-
sure the accuracy of the predicted results, an accuracy calc-
ulation method Ac is designed:

~ -0 P, 5
E(0, 0) = % Ac = LR 2)

Ptotal

where R € (0, 1) is the maximum acceptable threshold,
Pr(0,0) is the number of predicted data meeting condition
equation (2) in the test phase. O is the predicted result on the
test set and is explained in detail in section 3.2. O is the true
value of test data, and Py is the number of test data, while O
and O are all the original values which are not regularized by
equation (1).

3. Theories of dusty plasma and machine learning

After choosing the device to be used in the experiment and
the selected parameters, the data obtained through the
experiment need to be input into the machine learning algo-
rithm for learning and training, and the predicted result needs
to be compared with the simulation result of COMSOL
Multiphysics software. In this section, the formulas for dusty
plasma simulation and the machine learning algorithm that we
used are introduced.

3.1. Model formulation of dusty plasma

We used Liang’s improved plasma fluid model [23] with the
addition of the dust-charging process, and used helium as
the gas. Simulations were performed using the finite element
method in COMSOL Multiphysics software, which allows
relatively simple solutions to complex problems in various
fields. Below we briefly introduce the equations of the dusty
plasma fluid model system.

The absorption term of each charged particle by dust
particles is added to the plasma particle continuity equation:

M G D=5 — kg, 3)
ot

where
L, = =Dy Vg + yzeniE. (@]

k = (e, i) represents electrons or ions, n; is the density of
electrons or ions, S, represents the sources and sinks caused
by the plasma chemical processes, I; is the corresponding
electron or ion charging current, I} is the flux density, y, and
Dy, are, respectively, the corresponding mobility and diffusion
coefficients, and E is the electric field, z; is the number of
charges of the charged particles in the plasma.

Maxwellian electron energy distribution function was
used for the calculation of rate constants in this work. The
electron energy balance equation is written as

on,.
ot

+ V. -IL=—el. - E+ S. — epylxng, 5)

where
L. = —-D.Vn. + p.n.E. (6)

Here n. is the electron energy density and I is the heat flux
density, D. is the electron energy diffusion coefficient. The
first term on the right side of equation (6) expresses the
thermal conductivity and the second term describes heat
transfer due to electron drift in the electric field E. In
equation (5), S. is the electron energy change due to the
elastic and inelastic collisions. Energy loss of a single electron
to a dust particle is assumed to be e¢;.

The spatial distribution of the electric field is determined
by the electric potential, obtained from the modified Poisson
equation

e(n;

V2 — — e ZaMa) 7
o

where ¢ is the vacuum dielectric constant.
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The dust particle radius ry = 5 pm. Assuming that at the
center of the dust particle area, the electron density is n, =
401 x 10 m™, the ion density is n; = 4.03 x 10°m>,
and the concentration of neutral molecules is n, = 1.56 x
102 m >,

We use the above formula to simulate dusty plasmas with
different pressures, different discharge currents, and different
dust particle densities, and compare the results obtained with
the results obtained by the algorithm to further illustrate the
feasibility of the algorithm and analyze the properties of
electron density and temperature of the dusty plasma.

3.2. Theories of machine learning

MLP, also known as artificial neural network, is a neural
network composed of fully connected layers with at least one
hidden layer. The output of each hidden layer of the multi-
layer perceptron is transformed by the activation function so
that the neural network can acquire the ability to fit a non-
linear function. Specifically, a small batch of sample
X € R**4 is given, with batch size n and number of inputs d.
For a MLP of [ layers, the number of hidden layers is [ — 1,
and the number of neurons in each hidden layer is ;. We let
the output of each hidden layer be H; € R"*", and the weight
and bias parameters of a hidden layer be, respectively,
W, € Rli-*%i and b; € R**%, so the output of the network
O € R"™4 can be written

Hy = ¢(XW + by)
H; = ¢(H;—1W; + b)),
0O=HW, +b,

where ¢ is the number of neurons in the output layer and ¢ is
the activation function. In our experiment, LeakyRelu [24] is
selected as the activation function to avoid the problem of a
vanishing gradient. This is expressed as

d(x) = {x’

ax,

x>0
= , 9
x<0 ©)
where a is hyperparameters, we follow the original value of
LeakyRelu [24], which is set to 0.01 in the experiment. Mean
square error (MSE) is the most commonly used loss function
in regression problems. It is the mean of the sum of squares of
the difference between the predicted value and the target
value, and can be expressed as:
1 A
L=->(0- 0y, (10)
q
where L is the loss function and O is the true value of
training data. In order to avoid falling into a local optimum in
the training process, momentum parameters are added into the

batch gradient descent, and the parameter update rule of the
network is

(11)
12)

Vip1 = ply — WVLmse(et),

01 =0, + v,
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Figure 2. Distribution of probe measurement data.

where n > 0 is the learning rate, y is the hyperparameter of
momentum, and VL. (6,) is the gradient at the tunable
hyperparameter 6, (including W and B ).

4. Result

In the experiment, the plasma parameters under different dust
injection volume, discharge currents, and pressures were
measured. Regarding the distribution of pressure and dis-
charge current in the probe data, as shown in figure 2, repe-
ated measurements were made for different dust injection
volumes, and 10% of the data were selected as the test set, the
rest of the data being the training set. In the end, the machine
learning algorithm was used to predict the electron temper-
ature and electron density in a larger parameter range. The
specific results are shown in figure 3. By fixing the volume of
dust injected, the parameters of voltage and pressure will
affect the dust density. Although it is difficult to directly
control the dust density, the effect of the continuously chan-
ging dust density on the experimental results can clearly be
seen and the machine learning algorithm allows the dust
density to be simply used as an input parameter in subsequent
applications.

Figure 4 shows the loss rate and accuracy rate of the
machine learning algorithm as functions of the number of
iterations. In figure 4(a), under the 10% standard, the accur-
acy rate of the electron density is finally stable at 92.23%, and
under the 30% standard, the final accuracy can reach 100%,
indicating that all data errors are less than 30%, according to
the probe equation, the electron density can be calculated:

3.7 x 1081,

(AR

where A is the surface area of the probe, and I is the electron
saturation current.

(cm™), (13)
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loss rates of electron density and electron temperature.

In the diagnosis of dust plasma, due to the adhesion of
dust particles to the surface of the probe, A will be reduced,
but the original A is still used in the calculation process,
which causes the calculated electron density to be less than
the true value. This is the reason why the accuracy rate of the
electron density cannot reach 100%. As shown in figure 5, in
the dust plasma, the electron saturation current measured by
the probe decreases slightly, and the voltage that reaches the
saturation current increases. The accuracy of parameters is

corresponding to the situation of the probe surface influenced
by dust.

For the electron temperature, according to the equation of
the probe, the electron temperature can be calculated

KT, = e(Vg — ®p)

= 14
Inf, — Inl (14)

where I, is the probe current, V3 is the probe potential, and ®p
is the plasma space potential.
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There is no A term in this equation, and it can be con-
sidered that the electron temperature diagnosis process is
less affected by dust particles. Therefore, the machine
learning algorithm can get good prediction results. One can
see the expected results in figure 4(b). At the same time,
for the same reason, the loss rate of electron temperature is
also significantly lower than that of the electron density
(figure 4(c)).

To get the error of the test set, we divide the data into two
parts. The detailed error of the data of the test set is shown in
figure 6. Due to the influence of dust on the probe, the error of
the electron temperature is significantly less than that of the
electron density. But as can be seen in figure 7, for large-scale
prediction data, the distribution of the prediction results in
figures 7(b) and (d) is well summarized and reflects the dis-
tribution of training data in figures 7(a) and (c). Especially for
the electron temperature, the distribution of exploration data
in the training set is relatively insignificant, and machine

learning algorithms can also achieve good prediction results.
In the experimental results, the law of electron density and
temperature changing with pressure and discharge current is
not clear. At the same time, due to the random nature of dust
pollution, the law is difficult to formulate. But machine
learning algorithms can reproduce this law well and make it
more obvious. At the same time, figure 6(a) shows the
obvious periodic distribution of the error distribution in the
test set.

In order to study the periodic distribution of errors in
detail, when the pressure is 120 Pa, discharge current is
selected as the variable for studying the prediction data, and
compared with the test set. Figure 8 shows that the differ-
ence between the predicted value and the measured value
of the electron density gradually decreases when the dis-
charge current increases. Combining with the experimental
phenomenon shown in figure 8(c), it can be seen that when
the discharge current increases, the dust density of the
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measuring part decreases. From equation (13) it can be
concluded that when the dust density decreases, the surface
area of the probe is less affected during the measurement, so
the deviation between the measured value and the predicted
value is also reduced. In the same way, the error of the
electron temperature in figure 8(b) should remain stable
(equation (14)), and the law of the prediction error changing
with the discharge current is in good agreement with the
experimental phenomenon and theory. One can compare
the results of the modified plasma fluid model with the
probe results after the machine learning correction. As
shown in figure 9, compared with the predicted data and the
simulated data, a better match is achieved. Evidently,
machine learning has achieved a good prediction of electron
density and electron temperature, and successfully demon-
strated the influence of dust particles on the plasma diag-
nostic results.

5. Conclusions

In the traditional probe diagnosis method, when diagnosing
dust plasma, dust particles will be adsorbed on the surface of
the probe during the diagnostic process, which causes the
diagnostic result of the probe to deviate from the true value.

The adsorption process of dust particles is random, so this
effect cannot be corrected physically. For this reason, we
extended the machine learning algorithm applied to the
traditional probe theory to the probe diagnosis of dust
plasma.

Our probe diagnosis used dusty plasma and processed the
measurements using machine learning algorithms. The results
show that for the electron density, under the 10% standard, a
high accuracy rate cannot be achieved, while the electron
temperature has a better accuracy rate. Through the analysis
of the principle of probe diagnosis, we believe that such a
result conforms to the rule governing the influence of dust
particles on the probe. When comparing the predicted results
and the measured results in detail, we found that the error
showed a periodic distribution. In order to try to understand
the reason, the change of the error was observed in detail,
with the discharge current as the independent variable. By
comparing with the dust density in the dusty plasma experi-
ment, the law of change of the error and the law of change of
the dust density were in good agreement. Finally, the results
are compared with the results of the fluid mechanics model,
and better results are obtained than for the data measured by
the probe. We conclude that the machine learning algorithm
shows great advantages in the diagnosis of dusty plasma.
While revealing the dust’s influence on plasma, it can also
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correct this influence to a certain extent, achieving a good and 11905125) and the Shanghai Sailing Program (Nos.
correction effect on the probe. 19YF1420900 and 18YF1422200).
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